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ABSTRACT

There is emerging interest in integrating mobile wireless com-
munication with broadband lSDN basedon the ATM technology.
Many issuesarise when such integration is attempted. This paper
addressesthe mobility managementproblems of tracking the cur-
rent ATM addressesof mobile terminals and sustaining active Am
connectionsasmobiles move. The paperpresentssomearchitectur-
al options for integrating wireless accessto Am networks and
highlights an architecture basedon interworking devicesto provide
transparent mobility support in existing Am networks. Location
managementand handoff solutions for this architecture arepresent-
ed. Also, how proeedtuesbeing developed for mukiprotocol trans-
port over ATM networks may be adopted to perform location
managementis described.

1. Introduction

Thereis emerging interest in integrating mobile wireless com-
munication with broadbandISDN basedon the ATM technology [1,
4, 20]. It is believed that suchan integration facilitates the offering
of advancedtelecommunication services,encompassingvoice, vid-
eo and data,to mobile users.Accordingly, both the Europeaninitia-
tive on Universal Mobile Telecommunications System (U’MTS)
andthe ITU’s study of Future Public Land Mobile Telecommunica-
tion System(FPLMTS) areconsidering BISDN-based tmnspmt for
wireless accessnetworks [9].

The generic architecture of sucha network is shown in Figure
1.Here, the BISDN servesboth fixed and mobile users.Mobile ter-
minals (MT) communicate with basestations (BS) over a wireless
interface. Base stations are assumedto be controlled by mobile
switching centers(MSCS) that have fixed connectivity to the ATM
BISDN. Communication between MSCS is via the BISDN, which
may havea hierarchical topology, with smaller capacity switchesin
the lower levels and larger backbone switches [20]. Intelligent net-
work (IN) services,in support of mobility, are provided by add-on
servers,perhaps co-located with MSCS. Connectivity to external
networks is also provided.

Other than facilitating multisexvice personal communication,
this type of integration has some practical advantages.The ATM
network may not only carry user traffic, but also the signaling mes-
sagesrequired to support mobility. Also, ubiquitously deployed

private and public Am networks could provide readily available
local and wide areaconnectivity for wireless accessnetworks.

Many issues,however, arise in integrating wireless accessnet-
works with BISDN (for example, see[13, 14, 18, 21]). Our intenxt
in this paper is on suppmting mobile endpoints in ATM networks.
Specifically, we are interested in exploring architectural options for
adding mobility support to ATM networks externally, and in detail-
ing solutions to the following mobility managementproblemx

—Location management The tracking of MTs as they move
between MSCSattachedto different ATM interfaces, and

—Hana@# The retention of active ATM comectiorts when
MTs move from one MSC to another attached to a
different ATM interfaee.

Our emphasisdiffers from someearlier proposals for mobility sttp-
port in ATM networks that require additional ATM-level protocols
or switch hardware. While standardscould be developed to support
suchfeatureseventually, solutions external to the ATM network are
worth considering for initial deployment, for adding value to net-
works that do not have embeddedmobility support, and for insulat-
ing core Am networks tlom the additional processing and
communication overheadsimposed by user mobility.

In the next section,we deseribean arehitectttre for implement-
ing mobility management solutions in ATM networks and outline
the generic functions that needto be incorporated. In Sections3 and
4, we pment solutions to the comection handoff and location man-
agementproblems in Am networks, respectively. We consider the
particukwly difiicult caseof handoff during mobile-to-mobile com-
munication. Related work is described in Section 5, and summary
and conclusions am presentedin Section 6.

2, A Mobility Management Architecture

2.1 Overview

We consider eaeh MT to be a mobile Am endpoint, with a
permanent id, called the Mobile Identification Number (MIN). The
MIN of an MT is used as the destination identifier when a correc-
tion is to be set up to the MT. But to be able to route a call to the
MT, the MIN must be associatedwith the ATM addressof the MSC
under whosecontrol the MT currently is. This procedure, called lo-
cation management, is typically implemented by requiring the MT
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In the absenceof specific support for mobility in the ATM net-
work, such functionality may be built external to the network, using
intenvorking devices (IDs). Ills attach to the ATM network at vari-
ous points, and implement mobility management functions. Under
this model, a call originating from a fixed host, or an MT, to a mo-
bile is first signaled to an ID. The ID, using IN services, performs
address discovery and bridges the call between the source and the
mobile (Fignm 2). Our desire is to make this process completely
transparent to fixed hosts and ATM switches. Such transparency can
he achieved through a combination of ATM addressing and routing,
asdescribed below.

2.2 Addressing

Consider the ATM NSAP (Network Service Access Point) ad-
dressformat, shown in Figure 3 [12]. An NSAP address indicates a
unique Am end system. Using a reachability protocol, ATM
switches in a network determine the route to a destination, given its
NSAP address. The NSAP address consists of an Initial Domain
Part (IDP) and a Domain Specific Part (DSP), as shown in the fig-
ure, The IDP has sufficient information to indicate the structure of
the rest of the address.The values 39,47 and 45 have been assigned
to the AFI field to indicate three distinct addressformats, DCC, ZCD
and E.164, respectively. Now, suppose we create a MIN-fornwt
IWAP addressclass, with a unique API value. In Figure 3, an arbi-
trary value of 83 is used for this AFL As described below, ATM
switches can use the unique NSAP prefix to route call set-up mes-
sagesto an ID.

Now, IDs, asa class,may be identified by a generic NSAP ad-
dress,obtained from this space.In particular, Figure 3 illustrates an
address, obtained by setting the 33S1field to zero. This address,
therefore, is not assigned to any MT. It is generic in the sensethat a
call set-up message with this address is routed to some ID. Thus,
when an MSC has to select an ID to effect connection handoff or
other control functions, it can launch a call set-up with this address.
The messagewill be routed to the nearest ID. The ID, seeing the ge-
neric address, will know that the message is directed to itself, and
not to an NSAP-addressed mobile.

It is assumed that MSCS are fixed Am endpoints, and then?-
fore have regular NSAP addresses,in a format other than MIN. Fi-
nally, for inter-ID communication, described in the next two
sections, eachID must be assigned a unique identifier, say,a regular
NSAF address.

2.3 Routing

We consider a model where II-X are connected to Am switch-
es over a private network-to-network interface (PNNI). Assume
that the PNNI routing scheme [11] is used in the network. Briefly,
this scheme allows each ID to interact with directly attached ATM
switches as a routing peer. In particular, lDs may advertise the
reachability of MIN-format NSAP addressesto all Am switches
in a network, Switches route calls with MIN addressesto the near-
est ID. Thus, when a host generates a call set-up messageto an MT,
the message is routed automatically to an ID, without any special
action on the part of ATM switches.

In the virtual path overlay architecture described in Section
2.5, each ID is required to know the addressesof “nearby” fixed
hosts and MSCS. An ID may acquire this information either via

configuration, or by receiving some approximate routing informa-
tion from ATM switches across the PNNI interface [11].

The PNNI-based solution is robust, since a failure of an ID
will result in a switch selecting a new ID to forward call set-ups ad-
dressed to MINs. Under this scheme, Ills begin to look like ATM
switches with mobiity-related enhancements.

The routing requirement at the ID, however, can be eliminated
if ATM switches are forced to route MD&addressed call set-ups to-
wards an ID via manual configuration, and IDs ate configured with
the NSAP prefix of hosts and MSCS reachable nearby. This simpli-
fies ID operation, but it may not be a desirable solution due to the
need for manual labor. Furthermore, if a desigmted ID is unreach-
able due to a failure, the corresponding switches cannot complete
calls to any MT.

Finally, communication between MSCS and IDs is required for
mobility management. Using the generic ID address, an MSC may
establish an SVC, whenever necessary, to an ID. Similarly, an ID
may set up a connection to an MSC by directly using the latter’s
ATM NSAP address. SVCS for mobility-related control messages,
however, impose some signrding load on ATM switches. This over-
head can be eliminated by setting up PVCS between each MSC and
a designated ID. Figure 2 illustrates the interconnection of various
components. In summary,

.

.

.

.

MTs are assigned NSAP addresses with an AFI prefii
different from those already defined for the three NSAP
classes. ‘Ihe new format is called the MIN format.

IDs recognize a generic address in MIN format as denoting
themselves. This address may be used by MSCS to set-up
connections to the nearest Ills.

MSCS are assigned regular ATM addresses.

IDs may attach to the ATM network via PNNI interfaces.
This completely automates call forwarding between MTs
and f~ed hosts. Or, manual contlgurstion in ATM switches
may be used to direct set-up messagesappropriately.

2A The End-to-End protocol Model

Figure 4 illustrates one possible end-to-end protocol model for
communication between a fixed host and an MT, using IDs. Here,
it is assumed that the ATM connection from the source may termi-
nate at the MSC, and a separate,mobile A7M (MATM) layer may be
used for the connection extended to the MT from the MSC. The
MATM layer may use cell sizes and header information optimized
for the radio medium and may offer a radio UNI that is different
from the conventional ATM UNI. In this figure, PHY and RPHY in-
dicate ATM physical layers, wired and radio, niwpectively. Also, the
fixed and mobile hosts implement the appropriate ATM adaptation
layer (AAL) functionality.

2.5 The Virtual Path Overlay Network Architecture

A drawback of using only switched VCS for communication
with mobiles is that it exposes the Am network to increased call
set up activity when MTk move. Briefly, when an MT moves from
one MSC to another, the VCS associated with an active connection
must be either augmented or replaced with new VCS, depending on
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the handoff mechanism (Section 3). For instance, assume that the
MT in Figure 2 moves fmm MSC A to MSC C. One handoff solu-
tion is to let ID B clear the VC to MSC A and set up a new VC to
MSC C. This activity imposes additional call set up load on the
ATM switches enroute, Moreover, this type of handoff could in-
volve many switches when the ID B and MSC C me far apart. In

such situations, the handoff delay also increases. Ideally, handoffs
should be handled by an ID closest to the mobile’s location, but
when we allow only single ID in the connection path, there is not
much flexibility in terms of the handoff schemesthat can be imple-
mented.

One way to minimize the call set-up load on the network is to
allow multiple IDs in the connection path and comect IDs with per-
manent virtual paths (VI%). The VP overky network interconnec-
tion architecture is shown in Figure 5. The overlay network can be
used for carrying both control messagesbetween IDs, and virtual
circuits originating from, or terminating at, M’Es.Such VCS are sig-
naled transparently to the ATM network and impose no additional
load on the switches. The control messagesmay flow on low band-
width SVCS (or PVCS) between each pair of IDs, over the corre-
sponding VP. The capacity of the VP network can be efficiently
engineered based on pair-wise traffic load expected between the
IDs (for example, as described in [6]). The flexibility of ATM net-
works allows new VPs to be quickly setup and capacity to be added
or removed easily from existing VI%. The VP network allows effi-
cient handoff schemesto Ix implemented, without switch participa-
tion, as described in the next section.

‘l%e VP overlay network may provide complete interconnec-
tion among the IDsl. In general, however, the interconnection may
be based on an arbitrary topology, as shown in Figure 5, according
to the projected traffic &mands between ID pairs and the cost of
VPs. In this case,each ID must either take part in a routing protocol
to determine how to reach other IDs, or be administratively config-

un?dwith this information. To allow the processing of handoffs by
an ID close to a mobile, we let multiple IDs in the connection path.
MSCS work together with nearby IDs to implement mobility man-
agement functions. ID become aware of the ATM addressesof the
MSCS they serve, either through configuration or via the PNNI
routing protocol. Similarly, each MSC may be configured with a
designated @. In any case, the NSAP addmses of MSCS and
fixed hosts served by an ID are made available to all IDs via the
routing protocol. Thus, when an ID receives a connection set-up re-
quest destined for an MT, it does the following

1. Determine the ATM address of the MSC to which the MT is
attached, and the destination ID serving the MSC (Section 4).

2. Using the routing information, determine the next ID in the
path to the destination ID, if the current ID is the not the
destination.

3. Reserveresources for a VC on the VP to the next ID, asper the
QOS requested by the source. Signal the connection set-up to
the next ID, with the QOS information, destination ID address,
MIN, etc.

l.fianybmmtiomWb*~a@of~,&-
pendingon thenmnberof simultaneousVCS expe4ted,

2. This is certshdy the case whenPVCSareusedbetweenMSCS
andJDs.

4. Establish a cross-connect between the incoming and outgoing
VCS that preserves the QOS of all connections carried.

The message finally reaches the MSC, which sets up an MATM
connection to the mobile. A connection completed messageis then
returned by the mobile to the source, in the reverse path. Figure 5
illustrates the MSC-ID associations. Hem, MSCS are connected to
IDs via PVCs that camy the control traffic.

In a large network, the number of IDs could be l~e. In such
networks, a hierarchical organization of ID interconnection may be
efficient, especially for routing purposes. This is shown in Figure 6.
Here, IDs within a region are interconnected by VI% according to
some topology derived from capacity requirements. A backbone VP
topology interconnects IDs between regions. A call from a source
ID to a destination is bridged by multiple intermediate IDs, as
shown. Each segment of the call is a separate VC. The connection
handoff and location management procedures described in Sections
3 and 4 are the same whether or not IDs are organized in a hierar-
chical fashion.

In summary, the following functions must be implemented at
an ID to support mobile terminals

1. Address discovery Given a MIN, determine the ATM address
of the destination MSC, and the destination ID serving the
MSC. This may involve querying one or more servers attached
to the ATM network. The ID and the server must implement a
reliable protocol for querying and responding.

2. Location update At the request of an MSC, update the MIN-
to-ATM-ad&esses association maintained by one or more
servers.

3. Connection identc$catwn: When a connection is setup to an
MT, assign a unique id to the connection, to facilitate mobile-
initiated handoffs. In Section 3, it is shown that to implement
handoffs under certain schemes, this is the only piece of
information that an MT needs to maintain.

4. Connection bridging Establish local cross-connects to patch

5.

incoming and outgoing ATM network comections h-t are
part of a single end-to-end connection to an MT. If mom than
one ID is in the path of a connection, each ID does connection
bridgjng. The bridging scheme must maintain the QOS

characteristics of all connections being bridged.

Handofi Reliably communicate with peer IDs to terminate
existing ATM connections and establish new ones, in order to
effect an handoff.

6. Routing Optionally, participate in a routing protocol to
determine the path to all remote IDs, so that incoming set-up
requestsmay be forwarded appropriately. Also, advertise MIN
reachability to directly attached ATM switches.

2.6 Hybrid Architectures and Othera

It is possible to combine the VP overlay network architecture
with switched VC interconnection of IDs. For example, considering
Figure 6, switched VC interconnection maybe used within regions,
while the backbone network employs VP interconnection. This may
be useful, if the network load imposed by handoffs within the 10CSI
region is tolerable. IDs within a region thus communicate directly
with all fixed hosts and MSCS in the region. When a connection is
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to be established to a host or MT in another region, the set-up is first
signaled to a designated backbone ID. The set-up then propagates
to an ID in the destination region, over the VP network. This ID sets
up a VC directly to the destination. For this scheme to work, iden-
tifiers of IDs must be hierarchically structured to indicate which re-
gion an ID belongs to. Or, a region id maybe returned with location
queries when ID identified are returned.

This type of hybrid architecture still allows regional control of
handoffs. When an MT moves from one region to another, the hand-
off may be efficiently handled by the IDs in the backbone network,
using the pmtial reestablishment procedure described in Section 3.

Finally, we mention two other options to implement mobility
management functions in an ATM network. First, some minimal set
of functions maybe implemented in the ATM switch itself, but oth-
ers may be off-loaded to external processors. This maybe a viable
option in networks where IN functions, unrelated to mobility, are
implemented using a combination of external and embedded pro-
cessing. For example, switches may merely have the ability to rec-
ognize calls to MINs and shift control to an IN processor off-board.
The IN processor, after completing addressdiscovery, would inter-
act with the switch to setup a call to the destination MSC. Connec-
tion handoffs can be handled by the external processors, with
minimal involvement from the switches. For instance, switches
may recognize handoff related signaling and hand control over to
the designated IN processor, Second, connection handoff related
functions may be associated with the switches, while keeping loca-
tion management related activities off-board. This is the model con-
sidmed for UMTS [4]. In this paper, however, we concentrate on the
ID-based VP overlay architecture for mobility management. In the
next two sections, we describe how the ID is used to implement
connection handoff and location management.

3. Connection Handoff

Consider the call set-up from a fixed host to an MT, as in Fig-
ure 2. There are many ways of implementing connection handoff.
Theserequire the cooperation of the source and destination IDs, and
the MT. In the following, we lcwk at these. We consider two cases,
with an MT being the destination in each case

L The communication is originated by ajixed host

1. The MT is initially under the control of MSCA, which is

associated with ZD~.

2. A freed hose via ZDB, originates a connection for the MT.

The MT receives and accepts the connection request from
the ID.

3. After the connection is set up, the MT moves to MSCC,

which is associated with ZDC.

II. The communication is originated by MT~. The &stination is
MTd .

1. MT$ and kfTd are under the control of MSCS, MSCA and

MSCB, respectively. The associated IDs are IDA and

IDB, respectively. MT$ originates a comection set-up

request and MTd accepts it.

2. When the connection is still active, MT, moves to MSCC.

Independently, MTd moves to MSCD. The IDs associated

with these MSCS are ID= and ZD~, respectively.

The second caseis most general. The first case,however, illustrates
the activities involved in handoff in a simple manner. The commu-
nication originated by an MT to a fixed host is similar to Case I.

In the following, we assume that when a connection is origi-
nated by a fixed host, the first ID in the connection path, say, ZD~
assigns a unique id to the connection, consisting of two parts,
< ZD$, y>, where ZD$ is the NSAP addressof the ID and y is a suf-
fix that does not repeat within the lifetime of a connection. The con-
nection id is associated with resources allocated at each ID in the
connection path, and the MSC. Similarly, when a MT originates a
connection, the ID associated with the MSC assignsa connection id
of the form <ZDX, y> as above. Finally, the VP topology intercon-
necting IDs is assumed to be arbitrary, with multiple hops between
the source and destination IDs (e.g., the hierarchical topology).

3.1 VC Reestablishment

A straightforward way to implement a handoff is to clear the
VCS in the original connection path from the source ID to the old
MSC, and establish new VCS in the path from the source to the new
MSC. We look at CaseI and assumethat a connection has been ini-
tially established between the fixed host and MT, as given in Sec-
tion 2.5.

When the MT moves to MSCC:

1.

2.

3.

4.

After registration, the MT informs MSCC of the id, < ZDB,

x>, of the open connection.

MSCC sendsa messageto ZDC requesting the handoff of the

connection, < IDB, x>.

ID= sendsa control messageto ZDB, requesting a handoff of

the connection < ZDB, x>. This control messagemaybe sent

on a specitlc VC on each VP, and routed to the destination,
much like a datagram.

lDB sets up a new VC to IDC, as given in Section 2.5. To

clear the VCs on the original path, it also sendsa clear message
to the next ID in the path. The clear message propagates to

MSCA, each ID enroute releasing the VCS on both directions.

MSCA clears the MATM VC.
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5. The MT, as well as ZDB, make the appropriate associations

such that data queued up for the old VC are switched to the
new one.

The handoff process, as described above, is expected to be
quick. ‘I%us, it is not likely that an MT may move again before the
handoff is accomplished. But if the MT moves, handoff is again at-
tempted to the current destination ID, and it will eventually suc-
ceed. On the other hand, an MT may move during connection set-
up, and the set up might not succeed.In this case, ZDB must deter-
mine the new location of the MT and attempt another set-up.

The handoff procedure when the MT originates a call that is

terminated by a fixed host is similar. Thus, when the MT is under

MSC~ and setsup a call to the fixed host, ZDA first determines the

ID closest to the fixed host, say ZDB. It then assigns an id to the

connection, of the form, < ZDB, x>, which is conveyed to MSC~.

When the MT moves from MSCA to MSCC, the new MSC sends

a message to ID=, requesting the handoff of the connec-

tion,< ZDB, X>.ZDC then sendsa messageto ZDB to clear the con-
nection to MSC~ and setup a connection to MSCC.

33 Partial Reestablishment

When there are multiple IDs in the path, clearing and reestab-
lishing all the VC segments may not be necessary.Because of the
spatial locality in movement, it is very likely that the reestablished
path from the source ID to the new destination ID sharesmost of the
IDs and VPs in the old path. Handoff could be more efficient if most
of the VC segmentsin the old path could be reused in the new path,
instead of being cleared, Connection handoff works as follows for
Case I

When the MT moves to MSCC:

1.

2.

3.

4.

After registration, the MT informs MSCC of the id, < ZDB,

x>, of the open connection.

MSCC sendsa messageto ZDC requesting the lumdoff of the

connection, < ZDB, x>.

ZDC sendsa control messageto ZDB, requesting a handoff of

the connection < IDB, x>. This messagetraverses the ID path

from ZDC to ZDB.

Each ID enroute examines this request. Say ZDD finds that it

has an active comeetion identified by the comection id. It sets

up a new connection to ZDC, as per the procedure given in

Section 2.5, and clears the connection on the old path. This

preserves the path from ZDB to ZD~. ZD~ makes the

appropriate cross-connects to bridge the incoming VC on the

segment ffom ZDB to ID~ and the outgoing VC from ZDD

to ZDC ,

5. The proper VC associations are made at the MT, after the new
connection is established.

Considering the network in Figure 6, Figure 7 shows the par-
tial reestablishment procedure when the MT moves to MSC-C from
MSC-A. Here, the part of the connection IYom ID-B to ID-D is pre-
served and only the segment from ID-D to ID-C is newly estab-
lished.

The procedure above works cornxtly if MTk do not move to
new MSCS before the reestablishment is complete. This is a reason-
able assumption, considering the speed of signaling, compared to
the velocity of mobiles. But if such movement is possible, handoff
may not be correctly accomplished. In particular, multiple reestab-
lishment attempts may be simultaneously in progress. Correct
handoff, however, may be ensured as follows. Suppose each MT
keeps a sequencenumber that counts the number of handoffs initi-
ated for a given connection. Let the handoff control messagessent
by IDs in Step 3 above carry this number. Suppose in Step 4, ZD~
first sends a clear message (with the sequencs number) on the old
path towards ZDA, gets an acknowledgment, and then sets up a
new path to ZDC. If there is another reestablishment in progress,
involving another ID enroute, the reestablishment with the higher
sequencenumber may preempt the lower.

The partial route establishment results in optimal paths (as
achieved by the routing protocol used by IDs) from the soume to the
destination IDs after handoff. This procedure is similar to that pre-
sented in [19], for a switch-associated handoff procedure. But un-
like the procedure in [19] we do not require ATM switches to
implement mobility-related t%nctions. Thus, the advantage of the
VP overlay network is that it allows local reconfiguration of the
connection as the mobile moves, without involving the Am
switches.

Partial reestablishment, in the case of a call originated by an
MT to a fixed host, is identical. To facilitate this, It is required that
ZDA assign a connection id of the form CZDB, x>, as described at
the end of Section 3.1.

3S VC Extension

Another option for implementing handoffs is VC extension.
Under this scheme, the destination ID in the connection path to the
first MSC reestablishes the connection to each new MSC the MT
moves to. This works as follows in our reference Case I

1.

2.

3.

When the MT accepts the call setup quest from the fixed

host, it keeps track of the connection id, as well the id of ZDA

that was associated with MSCA.

When the MT moves to MSCC, itpasseson the comection id

and identMes ZDA as the terminating ID.

ID= sends a request to IDA to direct the connection to

ZDC. This request has the connection i~ from which IDA

may determine the connection particulars.

131



4, IDA then sets up a VC to ZDC and bridges the connection

segment from ZDB to ZD~, and the new connection segment.

If the MT moves from MSCC to a new MSC, iUSC~, the
procedure above would be identical, except that IDA would clear
the VC between itself and ZDC after step 4.

This procedure is different from the VC chuining procedure
described in [19] where the VC is continuously extended from each
new MSC to the last MSC visited by the MT. That procedure is
more complex and requires procedures for preventing the formation
of loops.

VC extension could potentially lead to fast handoffs. Also, due
to the spatial locality in the movement of an MT, this procedure
may work well initially. But the partial VC reestablishment proce-
dure could be faster, and more optimal, as the MT moves farther
away from the initial MSC. VC extension, however, has application
in implementing handoffs dining mobile-to-mobile communica-
tion, as described next.

The VC extension procedure when the MT originates a call to
a fixed host is sirnihw, except the VC is extended on the side of the
source ID, as the mobile moves. Also, it is easy to seethat VC ex-
tension works correctly even ifan MT moves before the completion
of the process. Finally, a procedure may be incorporated in the ex-
tension process to determine when it may be more advantageous to
reestablish the connection directly from the source to the destina-
tion, without involving the intermediate ID [10].

3.4 Mobile-to-Mobile Communication

When VC extension is used asahandoff technique, MT-to-MT
communication can be handled very much like the fixed-host-to-
mobile case above. Let us consider our reference Case II. When
MT. establishes the connection to A4Td, both IDA and IDB are
required to be in the connection. path for the duration of the comec-
tion. When MT~ moves to MSCC, the connection is extended
from IDA to IDC. When MTd moves to MSCD, the connection
is extended from ZDC to ZD~. As each MT moves, the procedure
described in Section 3,3 is used to extend the connection from the
corresponding ID.

The paths obtained using VC extension may not be optimal.
The situation improves, if partial reestablishment is used. But han-
dling MT-to-MT communication with partial reestablishment is
more involved. In Section 3.2, handoff was accomplished by par-
tially rebuilding the connection to the MT. For this, the destination
ID had to send a reroute messagetowards the source. If the source
were also simultaneously mobile, such a technique would not work,
since the reroute messagemay be sent towards an old location. One
solution is to let one side, say, the source iUT~, use VC extension
and let MTd use partial reestablishment. As long as ZDA is in the
connection path due to VC extension, this works correctly.

Partial reestablishment on one side may provide some irn-
provement over VC extension on both sides. However, complete re-
construction of optimal paths tx?hveenthe MN is more desirable.
But the procechue for optimizing the connection path after every
move of an MT may he complex, with undesirable overheads. In the
following, we describe a compromise. Here, VC extension is used
on both sides. Initially, IDA and IDB serve as anchoxsfor the VC

extension on their respective sides. But after each VC extension
procedure, the anchor evaluates whether the new ID to which the
VC is being extended is farther than apredetermined distance. If so,
it requests the new ID to directly setup a connection to the other an-
chor. The new ID also becomes the anchor on this side. This proce-
dure requires each MT to maintain the address of the current
anchors on both sides, in addition to the connection id. Thus,

When MT, moves to MSCC:

1.

2.

3.

4.

MSCC sends a handoff quest to ZDC, with the connection

id, c IDA, x>, and the addressof the current anchor, ZDA .

IDC sendsa control messageto ZDA to extend the connection,

<IDA ,X>.

ZDA evaluates if ZDC is within a predetermined distance

— If so, it sets up a VC to ZDC and bridges it with the

existing VC between IDA and IDB.

— Otherwise, it sendsthe addressof ZDC to both the source

and destination MTs d.iably. It then requests ZDC to

become the new anchor and establish the connection

directly to ZDB. ZDA clears the connection to ZDB.

ZDA clears the old connection to MSC~.

In Step 3, the anchor transfers the new anchor address to each
MT. This control message has to paas through the remote anchor.
Thus, simultaneous execution of anchor transfers on both sides can
be arbitrated, by letting one side back off and resort to regular VC
extension temporarily.

Figure 8 illustrates the procedure above. In this example, MT$

and MTd ate initially under ZD2 and ZD3, respectively. Then,

1.

2.

3.

MT, moves to ZD1 . VC is extended from ZD2 to ZD1 .

MTd, in the meantime, moves to ZD4. ID3 applies the

distance criterion and makes ID4 the anchor. ID3 conveys

its address to both MTs. A new VC is set up from ZD4 to

ZD2 and the old VC from ZD3 to ZD2 is cleared.

MT~ moves to ZD5. ZD5 is made the new anchor and its

addressis conveyed to both NITs. A VC is setup from ZD5

to ZD4 and the old VC from ZD2 to ZD1 is cleared.

3S Summary

The handoff problem is challenging, especially for the mobile-
to-mobile communication case. We outlined several handoff
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schemes,in particular, a solution for the MT-to-MT case.

An issue we did not consider was the performance impact of
handoffs, in terms of ATM cells lost. When an MT moves to a new
MSC, some cells nx%ived by the old MSC may not have been de-
livered to the MT, leading to cell loss. One way to avoid cell loss is

to buffer cells at the old MSC and transfer them to the new MSC.
This solution is briefly described in [22]. Minimizing cell loss may
bean explicit goal for handoff schemes,in addition to the construc-
tion of optimal paths.

4. Location Management

Location management consists of a registration and a look-up
parts, both involving a location server. Registration is invoked
when an MT moves from a BS under the control of one MSC to a
BS under the control of another MSC. In this case, the location
server is updated of the current association between the MIN of the
MT and the Am addressof the new MSC. The registration process
may additionally involve authentication, user profile updating at the
MSC, etc. [10]. The look-up procedure allows an ID to supply the
MIN of an MT to the location server and obtain the ATM address
of the MSC, Our interest in this section is to consider how proce-
dures being proposed for addressresolution when an ATM network
is used to carry a higher-layer protocol traffic can be adopted to per-
form location management.

4.1 Multiprotoed over ATM

An ATM network could be used to interconnect hosts that use
a higher layer protocol, such as IP, for communication [5]. In this
case,the higher layer protocol may consider the ATM layer simply
as a link layer, similar to that of, say, an EWE 802-type locrd net-
work. One of the main multiprotocol over Am issuesis that of as-
sociating higher layer addresses with Am addresses, when
forwarding data over ATM networks. The solutions to this problem
was first considered by the IP-over-ATM working group at the
IETF [7]. Since then the muMprotocol-over-ATM (MPOA) work-
ing group at the Am Forum has also begun working on the issue.
For concreteness,we consider an IP-over-A~ solution below.

This solution [17] allows the dynamic resolution of the Am
addressof an IP device (i.e., a host or a router) attached to an ATM
network, using a protocol similar to ARP [8] used in broadcast
LANs. Under this ATMARP scheme, a router forwarding an IP da-
tagram over an ATM network could send a query to an ARP server

available at a well-known ATM address. The server supplies the
ATM address conesponding to the IP address, provided the target
IP host (or router) had previously registered its address with it.
Clearly, theseprocedures resemble the registration and look-up pro-
cedures described above for supporting mobility. In particular, the
following exchanges are suppomxl

● Register (ZP aaUress, ATM address) Allows an IP client
(e.g., a router) to register its current ATM address (using
the inverse-ARP protocol [3]).

● Look-up (IP aaliress) A client may send an
ARPJU3QUEST message to the server to determine the
ATM addressassociated with an IF’ address.

● Reply (IP address, ATM address) The server may send&
ARP_REPLY message,giving the association requested.

. Negative Reply (IP address) The server may indicate a
lack of known association, by sending an ARP_NAK
message.

The MPOA work will perhaps lead to a server interface that pro-
vides at least the above functionality, but for multiple higher layer
protocols. Tkeating mobile addressessimply asanother higher layer
protocol addresses,the sameinterface could be used to integrate lo-
cation management with MPOA service.

MPOA, however, differs from location management in that the
latter may require frequent server updates compared to the former.
This may be the caseeven though MPOA serversmay require peri-
odic refreshing of client registrations, asspecified in [17]. In gener-
al, the issue of scale is important in location management, but this
has not been resolved in MPOA. The generic architecture in Figure
1 allows for some minimal degree of scaling, by not requiring serv-
er updates for MT movements among BSS connected to the same
MSC. The update load on the server can be further reduced by in-
stalling multiple servers and spreading the load among them, asde-
scribed next.

4.2 Scaling and NHRP

A common method to achieve scaling is hierarchical aggrega-
tion, shown in Figure 9a. Here, the ATM network is divided into
logical areas(represented by ellipses), with a server per area (shad-
ed squares). Areas are aggregated into larger, super-areas, with a
server per super-area. This aggregation continues until there is ex-
actly one large area covering the whole network. The servers may
thus be considered as nodes in a logical tree, Here, the MSCS are
attached to the leaves of the tree. Each MSC is assigned to a leaf
server and up to lk level k servers are assigned to a level k + 1
server. Location information about an MT am kept by all servers in
the path from the corresponding MSC to the root of the &e. At the
leaf server, this information consists of the MIN-to-ATM address
association. At other servers, the information indicates the branch
along which a sewch should proceed to locate the MT. This is
shown in Figure 9b, using dashed arrows. When the MT moves
ii’om MSC A to another MSC B, all the servers in the branch from
MSC B to the first common ancestor, S3, of A and B are updated of
the new location and the old information is deleted from those serv-
ers rdong the branch from S3 to A. This is shown in Figure 9c. A
query to determine the location of an MT is first sent to a leaf server.
If this server does not have any information on the MT, the query is
propagated to the ancestor of the server. ‘l%e query is thus propagat-
ed towards the root of the tree, until it is received by a server that
has information. ‘i%en, the query propagates towards a leaf, ulti-
mately being received by a server that has the MIN-to-ATM asso-
ciation. This server directly responds to the source of the query.
This is shown in Figure 9d.

Assuming locality in movement of MTk, this arrangement
spreads the query and update loads on many servers. Furthermore,
by using broadcast queries and caching, the necessity for a single
root server, containing information about all M’Ik in the network,
can be eliminated, Minimh tion of overheads in hierarchical server
arrangements has been studied (e.g., [2]). The hiorarchicrd arrange-
ment, however, requires an extension to the basic registration and
look-up protocol. But such an extension is similar to the NHRP
(Non-broadcast multi-access network next-Hop Resolution Proto-
col) proposal [15] currently under study by IP-over-ATM and
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MPOA groups.

Under the classical IP-over-AW model described in the last
section, hosts and routers directly attached to the ATM network,
may communicate directly with each at the Am level only if they
belong to the same logical IP subnet (US). Communication be-
tween hosts (or routers) indifferent LISS is necessarily via interme-
diate routers. NHRF recognizes that in a large ATM network,
several disjoint, LISS may exist. To allow direct ATM level commu-
nication between hosts (or routers) in different subnets, NHRP de-
fines a protocol for a source to determine the Am addms of a
remote destination acrossmultiple subnets. Under NHRP, each LIS
has a Next Hop Server (NHS) that keeps track of the ATM address
of routers and hosts that belong to that LIS. NHSS in adjacent LISS,
where the adjacency is defined by administrative configuration, ex-
change information about IP destinations they serve, using a route
distribution protocol.

NHRP defines the means for hosts and routers to register with
the NHS in their LIS. When a host, or router, in an LIS has to send
a packet to a remote IP destination reachable over the Am net-
work, it resolves the ATM addressto forward the packet by sending
a query to the NHS in the LIS. The NHS, if it servesthe destination,
returns the ATM address. Otherwise, the query is forwarded to-
wards the NHS serving the destination, as learned through the route
distribution protocol. Thus, the query may travel across multiple
LISS, until it reaches an NHS that serves the destination. At this
point, the NHS may return the Am address of the destination (or
an egressrouter) to the source, either along the samepath the query
traversed or directly via an Am connection. ‘l%e details of NHRP
CiU’1be found in [15].

The hierarchical server organization seen in Figure 9 can use
NHRP as the addressnmolution protocol. Figure 10 illustrates this.
Here, an LS (logical subnet) can be taken as a level k+ 1 server,
along with all its level k direct descendants. Each leaf server, to-
gether with all the MSCS served by it, form an LS. Each non-root
server is thus part of two L% and each server is a “border” server
(corresponding to the next hop NHS in NHRP) to a different LS.
The route distribution topology is the tree defined by the hierarchi-
cal structure. The edges of the tree could be either PVCS or SVCS.
Each interior node in the tree either has no information abut a giv-
en MIN, or it has a WIN, next hop> association, where the next
hop indicates a descendent in the tree. The leaf servers, either have
no entries for the MIN, or have an entry, <MIN, ATM aoWess>.

When an MT registers with an MSC, a registration message, with
the MIN and the Am address,is propagated towards the root of the
tree. Each server enroute does the following

1. Iftheserver istheleafinthetree

— If there is an entry, 4fIN, AliU aaliress>, update it
with the new information. Do not propagate the
registration any further.

— If there is no entry for the MIN, add an entry, <MZN,

ATM uukiress>. Send the registration to the ancestor in
the *.

2. If the server is an interior node in the tree

If there is an entry, cMIN, next hop>, firstsend a
reregister message to the next hop. Do not propagate
the registration any further, The reregister message
propagates towards the leaf server which previously
served the MT. Each node enroute, and the leaf,
removes the entry for MIN. Next, update the entry with
the new next hop information, where nexthop points to
the node from which the registration was received.

If there is no entry for the MIN, add an entry, cMZN, r
next hop>, where nexthop is as before. Propagate the
registration messageto the ancestor in the tree.

This protocol is slightly different from conventional route dis-
tribution protocols, since it sometimes propagates updates only to-
wards the root. But NHRP does not prevent this type of distribution.
By treating MINs as network layer addresses and by assigning a
unique protocol id for location management, the NHRP specifica-
tion can be used as given [15].

5. Related Work

External architectures for integrating wireless and ATM net-
works has not been looked into in detail before. Also, how location
management in the ATM environment relates to other problems,
such as mukiprotocol transport over ATM, has not been explored.
Connection handoff in this environment, however, has been stud-
ied.

In [19], the authors describe a VC extension solution that
builds a chain of VCs asa mobile moves to different MSCS. The VC
chain includes each MSC and a mechanism is included for loop de-
tection. This procedure is more complex than the VC extension de-
scribed in this paper. The VC rebuild approach described in Section
3.1 is similar to that presented in[19], except the latter requires
ATM switches to be capable of route rebuild, whereas our method
implements it external to the Am network. Also, mobile-to-mobile
communication is referred to only briefly in [19].

In [17], some solutions are presented for connection handoff,
for communication between a fixed host and a mobile. The solu-
tions are full reestablishment of the connection and partial rebuild.
Here too, switch level capability is assumed. Also, the solution to
mobile-to-mobile communication is not considered in [17].

Finally, in [1] a route rebuild approach, along with reserved
bandwidth to minimim call processing, is presented. This approach
requires special switch hardware, aswell asprotocol support in the
ATM network.

6. Summary and Conclusions

In this paper, some architectural options for integrated wire-
less-AW networks were presented. The ID-based architecture was
i&ntified as the one that provides transparent mobility support in
existing ATM networks. Connection handoff and location mrmage-
ment solutions for this architecture was presented. Furthermore,
how the location management problem relates to addressresolution
for mukiprotocol transport over ATM networks was outlined, Per-

formance aspectsof handoff protocols were not considered in this
paper. This is an am?afor tirther study.
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